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Hybrid Routing
® |f a matched entry is found, the packet is processed based on the actions under the entry in
OpenFlow routing mode
® |f a matched entry is not found, the packet is further forward to the traditional routing table
under OSPF routing mode
® With the hybrid routing, we can address the above concern (4) by reducing the number of
the controller’s operation for path establishment/update/deletion
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Hybrid OpenFlow/OSPF routing mode in a commercial SDN switch.
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Crucial Flow Rerouting
® QObservation: Based on our analysis of real world traffic matrices, there exist some crucial
links which have high traffic load and are likely to experience congestion
® \We present a metric called Variation Slope to select crucial links, and flows on crucial links
are recognized as crucial flows
® With the crucial flow rerouting, we can address the above concerns (1)-(3) by
- deciding the right time to reroute flows

- reducing the number of rerouted flows
- reducing the overhead to calculate the path for the controller
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3.2. Design overview
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4. Design
4.1. Crucial Flow Selection Module
4.2. Crucial Flow Rerouting Module
4.3. Routing Policy Generation Module
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4. Design
4.1. Crucial Flow Selection Module
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Crucial Flow Selection Module
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Calculating Variation Slopes
® Jc(i) is used to denote the combination of i links with
maximum amount of unique flows

® A Variation Slope denotes the amount of flows in one unit of
traffic load
lc(i + 1)flow amount __ lc(i)flow amount

ZC(’L o 1)load _ lc(i)load

VariationSlope(i+1) =

Algorithm 1 CrucialFlowSelection()
Input: Link set E., traffic matrix M;
Output: Crucial flows set F""‘”’“”;
1 fori=2:|E| do
2 calculate VariationSlope(i-1), calculate Vari-
ationSlope(i), calculate VariationSlope(i+1);
3: if VariationSlope(i-1)<VariationSlope(i)
and  VariationSlope(i+1)<  VariationSlope(i)
then

y . Ferucial — |o(;)flows,
break:
end if
end for
return Ferucial,

9 N DU

Crucial Flow Selection Algorithm.
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Crucial Flow Selection Module
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Calculating Variation Slopes
® Jc(i) is used to denote the combination of i links with
maximum amount of unique flows

® A Variation Slope denotes the amount of flows in one unit of
traffic load
lc(i + 1)flow amount __ lc(i)flow amount

lC(’L o 1)load _ lc(i)load

VariationSlope(i+1) =

Selecting Crucial Flows

® Finding the local extreme point (7 + 1) among the neighbor
Variation Slopes

® Jc(i+ 1) is the combination of crucial links, and all flows
traversing crucial links are crucial flows

S.Dou (Beijing Institute of Technology) HybridFlow: Achieving Load Balancing in Software-Defined WANs with Scalable Routing

Algorithm 1 CrucialFlowSelection()

Input: Link set E., traffic matrix M;
Output: Crucial flows set F"”"’“”;

1 fori=2:|E| do
2

3:

9 N DU

calculate VariationSlope(i-1), calculate Vari-

ationSlope(i), calculate VariationSlope(i+1);

if VariationSlope(i-1)<VariationSlope(i)
and  VariationSlope(i+1)<  VariationSlope(i)

then

Ferucial — |o(;)flows,

break:
end if
end for
return Fcruczal.

Crucial Flow Selection Algorithm.

January 16, 2021
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4. Design

4.2. Crucial Flow Rerouting Module
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Crucial Flow Rerouting Module

Path constraint Algorithm 2 CrucialFlowRerouting()

Toput:

Eerieial; the set of crucial links; Feel: the set
® One flow can be only forwarded on one path of flows on crucil ks,

P: the path-sets of flows on crucial links;

Output:

P __ crucial V: the selected paths of rerouted flows
E yf = 1,Vf eF (1) 1/ € Freesl]y,}, where Yy = {p € Pylyf = 1}:

1: generate vector V* = {y, k €
pEPs Seepcsaes Dyeronca IP:

2 for g € V* do

3 get yy’s flow f, path p, and flow f’s old
path po;

4 if f € X then // test Equation (1)

5. continue;

6: end if

7 for e € p do // test Equation (3)

8 if C° 4 87 g« > C then

9 20 to line 2;

10: end if

1 end for

12: for v € p do // test Equation (4)

1 if T, + 0" « 7 > T then

14: 20 to line 2;

15: end if

16:  end for

1 Yy ={y} =1}, = YU, update link
utilization for e € {p.po};

18; update flow table utilization for
v € {p, po}, remove f from Fericial;

19: if Frial == & then

20: break;

21 end if

22: end for

23: return X, Y

Crucial Flow Rerouting Algorithm.
i L
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Crucial Flow Rerouting Module
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Path constraint

® One flow can be only forwarded on one path
Z y? =1Vfe [rerucial (1) v

Algorithm 2 CrucialFlowRerouting()

Taput:
Ferucial

Outp

“l: the set of crucial links; Ferueiel; the set
of flows on crucial links;
P: the path-sets of flows on crucial links;

ted paths of rerouted flows
|y}, where Yy = {p € Pyly} =1};
generate vector
PEPs RS
V. 2 for y, € Y* do

3 gety's flow f, path p, and flow f’s old

Link constraint 4 pa";r"}:exum. /1 test Equation (1)

5: continue;

. 1 H i d if

® Each link’s load should not exceed link capacity C e st Baaton ()

8 i C° 57w gy > C then

load® = E E (0P s 7y * y];) + O (2) v e

feperuciel pePy 2 e

14: 20 to line 2;

load® < CO,Ve € E (3) o e

S.Dou (Beijing Institute of Technology)

=1},Y = YUY, update link
utilization for e € {p.po};

18; update flow table utilization
v € {p.po}. remove f from F*"

19: if Ferocal —— g5 then

2: break;
21 end if
22: end for

23: return X, Y

Crucial Flow Rerouting Algorithm.

HybridFlow: Achieving Load Balancing in Software-Defined WANs with Scalable Routing
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Crucial Flow Rerouting Module

Path constraint Algorithm 2 CrucialFlowRerouting()
Taput:
Eerueiol the set of crucial links; Fercil: the set

® One flow can be only forwarded on one path of flows on crucil fnks;

P: the path-sets of flows on crucial links;

P crucial Qutput:
> yi=1Vf€eF (1) S

generate vector Y* = {y., k €
pEPy LY, ot 1P
V. 2 for yi.

3 gety's flow f. path p. and flow /s old

Link constraint path po;

if f € X then / test Equation (1)

.
5. continue;

® Each link’s load should not exceed link capacity C e st Baaton ()
8 if C° 4 57 sy x4 > C then

load® = Z Z (5p,e *XTf ok y];) A CF (2) ; oo

- 1 end for
2: for v € p do // test Equation (4)
fefeructal pePy O S
@ |§ 20 (0 line 2;
load® < CO,Ve € E (3) o et
y 1 Yy ={y}=1},Y = YUY, update link
. utilization for e € {p.po};
Flow table constraint 5 update flow tabe uilization for
v € {p. o), remove  from F* al
o . . . 19: if Frial == & then
® Flow table’s utilization cannot exceed its flow table capacity T’ » e..d"{:‘k

22: end for

Z Z (£ % aPV % yg) +T,<T,weV (4) 2 e 2, Y

feFerucial pe Py Crucial Flow Rerouting Algorithm.

i L
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Crucial Flow Rerouting Module
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Objective function Rigorithmn 7 CrsaFowReroug0
Tnput:
Eerucial; the set of crucial links; Ferucol: the set

® The link load balancing performance is measured by the of flows on erucial ks,
. .y . . . P: the path-sets of flows on crucial links;
maximum utilization of links in the network o
obj1 = max(u®) (5) "
ecE

3 gety's flow f. path p. and flow /s old
path po;
if f € X then // test Equation (1)

ted paths of rerouted flows
“U|Vs}, where Yy = {p € Pyly} = 1}:

® The total link load of links in the network .
5 continue;
Obj2 S E load® (6) Z ;lllilfli:'(,v'yr:‘h;»/‘/lf:l/lfc;/lyl;“:i.ngvlazeu

o: 20 to line 2;

eck y 10 end if
n end for
12: for v € p do // test Equation (4)
13 if T, + 07"« o > T then
14: 20 to line 2;
15: end if

16: end for

1 Yy ={y} =1}, = YU, update link
utilization for e € {p.po};

15 update flow table utilization
v € {p.po}. remove f from Fericial;

19: if Frial == & then

2: break;

21 end if

22: end for

23: return X, Y

Crucial Flow Rerouting Algorithm.
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Crucial Flow Rerouting Module

O bJeCtlve fu nCtlon Algorithm 2 CrucialFlowRerouting()
]“"m: inks:  frcrucial. o
® The link load balancing performance is measured by the Dot sot of crucil finks; 77 the set
. e . . . P: the path-sets of flows on crucial links;
maximum utilization of links in the network Output:
Y d paths of rerouted flows

. {fe |Vs}. where Yy = {p € Pyly} = 1}:
obj1 = max(u®) (5) " o vecor = ke
ecFE p.zf — 1) 3
3 glcl ye's flow £, path p. and flow f’s old
. . . h po;
® The total link load of links in the network P < % then 1 test Equation (1)

continue;

)
objo = load® 6 o o et Bauation )
2 ‘
.

if C¢+ ¢ sy =y > C then

9 20 to line 2;
eckE y o end if
1 end for
12: for v € p do // test Equation (4)
. 1 if T, + 0" « 7 > T then
Problem formulation " 2010 line 2.
is end if
16 end for
€ 17 Yy ={yf=1},¥ = YUYy, update link
min{max(u®) + A % E load®} (P) wiizaton fr € (p o
Yy ecel 15 update flow table wtilization for
ecE v € {p. o), remove  from F*
19: if F == & then
. 2: break;
su bject to 2 end if
22: end for

23: return X, Y

Egs. (1), (3). (4) '} Crucial Flow Rerouting Algorithm.
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4. Design

4.3. Routing Policy Generation Module
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Routing Policy Generation Module

Algorithm 3 RoutingPolicyGeneration()

S S1 S2 S3 S4 D Toput:
P V: the selected paths of rerouted flows
< —%:\l— {J € Fereiel|y )
S5 S6
srey, and destination dest s;
& for p; € P do

p1 Psti; the set of shortest paths with destination
p: S->S1->82->83->54->D, p1:S->S1->S2->S7->S4->D s s P L N

destf;
Output:

&‘ Z: the set of generated flow entries;

S7 S8 3 get y’s flow f, p; = y. flow f’s source

Uiy -oes z,mrm" fo o)
G 6 if PP —= p; then
T go to linie 1;
overlapped path = p1Np = {S->51->52,54->D} ¥ else if P77 == 0 then
0 end if
L

OpenFIow path = {SZ->S7->S4} : : remove paths in P from p;

eXCepl vy, Vsgy -y Uty _ys Vsl
12 end for

13 for {v;1 — vin} € py do

Flow entry on S2: priority: high, match field: source=S, destination=D, " generate flow entry z{vi1) =
A . {priority: high, match field: source=srcy,

action: towards S7; destination=dest,, action: lowards va} on vy;:
Flow entry on S7: priority: high, match field: source=S, destination=D, m o E=EUim)

action: towards S4 17: end for

18 return Z
An example of routing policy generation module. Routing Policy Generation Algorithm.
o L
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5. Evaluation
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Evaluation

Simulation setup
® Abilene topology with 12 nodes and 30 links
® Time slots: 5 minutes
® 8064 traffic matrices (4 weeks)

Abilene topology.
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Evaluation

Simulation setup
® Abilene topology with 12 nodes and 30 links
® Time slots: 5 minutes
® 8064 traffic matrices (4 weeks)

Comparison algorithms

® Open Shortest Path First (OSPF)
Equal-Cost Multi-Path (ECMP) 3 '
Crucial Flow Hybrid Routing (CFHR) Abilene topology.
HybridFlow
HybridFlow(+1)
® Maximizing the utilization of links (MaxU)
® Multiple Traffic Matrix Load Balancing (MTMLB)

i
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Load balancing performance
1.0 1
CFHR MTMLB CFHR
0| e Maxu ECMP p, gl * Maxu
—— HybridFlow (+1) —=— OSPF / —— HybridFlow (+1)
=== HybridFlow ," === HybridFlow
0.6 F 0.6-
w f w
o 'l a
o T U
0.4 | 0.4
f
f
0.2 f 0.2
A’.‘"-':
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Performance Ratia (%) Perfarmance Ratio (%)
(a) CDF of performance ratio of traffic matrix week one. (b) CDF of performance ratio of traffic matrix week two.
L0 1.0
CFHR MTMLB CFHR MTMLB f
ve| e Maxu ECMP sl e Maxu ECMP
—— HybridFlow (+1) —=- OSPF —— HybridFlow (+1) -<- OSPF
-== HybridFlow -~ HybridFlow
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(d) CDF of performance ratio of traffic matrix week four.
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(c) CDF of performance ratio of traffic matrix week three.
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Total link load performance

BEWING INSTITUTE OF TECHNOLOGY

Performance Ratio (%)

CFHR
— MaxU
—— HybridFlow (+1)
—— HybridFlow

MTMLB
ECMP
—— OSPF

=

Performance Ratio (%)

E

5

CFHR MTMLB
— MaxU ECMP
—— HybridFlow (+1) —— OSPF

—— HybridFlow

5

—— HybridFlow {(+1)
—— HybridFlow

Performance Ratio (%)

CFHR MTMLB
— MaxU ECMP
—— HybridFlow (+1) —— OSPF
—— HybridFlow

(¢) Total link load of traffic matrix week three. (d) Total link load of traffic matrix week four.
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Performance of rerouted flows
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CFHR —— HybridFlow
87 — Maxu MTMLB
— HybridFlow (+1) Optimal

Percentage of rerouted flows (%)

Percentage of rerouted flows (%)

CFHR —— HybridFlow
6o — Maxy MTMLB
—— HybridFlow (+1) Optimal

(a) The ratio of the number of rerouted flows (b) The ratio of the number of rerouted flows

to the total number of flows of traffic matrix to the total number of flows of traffic matrix

week one. week two.
CFHR —— HybridFlow 6. CFHR —— HybridFlow
601 — MaxU MTMLB — MTMLB
—— HybridFlow (+1) Optimal 5] —— HybridFlow (+1) Optimal

Percentage of rerouted flows (%)

7=

Percentage of rerouted flows (%)

=

(c) The ratio of the number of rerouted flows (d) The ratio of the number of rerouted flows

to the total number of flows of traffic matrix to the total number of flows of traffic matrix

week three.
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Controller’s processing overhead

CFHR —— HybridFlow 50 CFHR —— HybridFlow
— MaxU MTMLB — MaxU MTMLB

—— HybridFlow (+1) 40 —— HybridFlow (+1)

Performance Ratio (%)

Performance Ratio (%)

(a) Number of control messages for flow (b) Number of control messages for flow

rerouting of traffic matrix week one. rerouting of traffic matrix week two.
50. CFHR —— HybridFlow CFHR —— HybridFlow
— MaxU MTMLB 50 — MaxU MTMLB
— —— HybridFlow (+1) _ —— HybridFlow {+1)
#ao 2
= 40
® =
= 50 £
] g30
E g
2 g
& &
1o 0
0

(c) Number of control messages for flow (d) Number of control messages for flow

. rerouting of traffic matrix week three. rerouting of traffic matrix week four.
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6. Summary
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Summary

New idea

® \We propose HybridFlow! to realize good load balancing performance with low processing
overhead by dynamically identifying crucial flows and rerouting them on forwarding paths
configured with the hybrid routing.
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Summary

New idea

® \We propose HybridFlow! to realize good load balancing performance with low processing
overhead by dynamically identifying crucial flows and rerouting them on forwarding paths
configured with the hybrid routing.

New problem and solution

® We formulate the crucial flow rerouting as the CFHR problem with the objective of
achieving the optimal load balancing performance under given resource constraints and
propose a heuristic algorithm to efficiently solve the problem.
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Summary

New idea

® We propose HybridFlow! to realize good load balancing performance with low processing
overhead by dynamically identifying crucial flows and rerouting them on forwarding paths
configured with the hybrid routing.

New problem and solution

® \We formulate the crucial flow rerouting as the CFHR problem with the objective of
achieving the optimal load balancing performance under given resource constraints and
propose a heuristic algorithm to efficiently solve the problem.

Good performance

® The simulation based on the real traffic traces and network topologies shows that compared
with the optimal solution, HybridFlow can achieve near optimal load balancing
performance by rerouting less flows on average.
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Summary

New idea

® We propose HybridFlow! to realize good load balancing performance with low processing
overhead by dynamically identifying crucial flows and rerouting them on forwarding paths
configured with the hybrid routing.

New problem and solution

® \We formulate the crucial flow rerouting as the CFHR problem with the objective of
achieving the optimal load balancing performance under given resource constraints and
propose a heuristic algorithm to efficiently solve the problem.

Good performance

® The simulation based on the real traffic traces and network topologies shows that compared
with the optimal solution, HybridFlow can achieve near optimal load balancing
performance by rerouting less flows on average.

. LUnder review for possible publication in IEEE Transactions on Communications, Major Revision
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